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Abstract:  
This paper aims at combining Newton's method with an approach proposed by S. Weerakoon and T.G.I. 

Fernando, using the function evaluated at the arithmetic, harmonic, geometric and quadratic means to obtain 

different iterative formulations, the convergence of one of them is demonstrated, which is the arithmetic mean 

which is obtained as the order of cubic convergence. The resulting order of convergence is investigated in some 

examples, and it is found to be less or greater than the cubic convergence, and with some means, convergence 

is not achieved. 

Background There are various methods to find the root of a nonlinear equation. Closed methods include 

bisection, secant, and false position, where an initial interval containing the root is provided. On the other 

hand, open methods such as fixed-point iteration and Newton's method require an initial value to begin 

iterations. From these methods, variants have been developed, such as a hybrid approach combining two of 

them, and another based on Newton's method. These techniques are applied across various fields including 

exact sciences, engineering, health sciences, and socio-administrative sciences, among others. 

Materials and Methods: The purpose of this article is to incorporate means into the method developed by S. 

Weerakoon and T.G.I. Fernando, which has a third-order convergence. This is done with the intention of 

creating new methods that maintain an equal or even lower order of convergence, aiming to find the simple 

root of a nonlinear equation 

Results For functions that do not have maximums, minimums and inflection points given an initial value all the 

methods converge, while in the opposite case only two of them converge, that of the Arithmetic mean squared 

mean as can be observed in table no. 3. 

Conclusion: The methods changing the formulation converge as long as they do not encounter a maximum or a 

minimum or inflection points, but the harmonic mean and the quadratic mean do converge, see table No. 3. 
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I. Introduction 
From secondary school onward, we encounter problems involving nonlinear equations. Typically, 

methods such as factorization and the general formula are taught to solve them. However, these methods can 

become complex when values are not integers or rationals, as calculators are required in such cases. For 

instance, calculating the square root of two, an irrational number, poses difficulties without the use of tools like 

a calculator. It is in these situations that numerical methods come into play. This work proposes algorithms that 

utilize various mathematical means and integrate them into the algorithm developed by1. Let f: I ⊂ ℝ → ℝ be a 

function defined on an open interval I such that f(α) = 0 and f´(α) ≠ 0, where α ∈ ℝ. In Newton's method to 

approximate a root of a nonlinear equation f(x) = 0 the iterative form is given by equation (1)1. 

xn+1 = xn −
f(xn)

f´(xn)
    (1) 

The equation (1) exhibits quadratic convergence2. 
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II. Material And Methods 
In the literature, the first third-order convergence method based on numerical integration was 

developed by2. In this method, the integral appearing in equation (2) is numerically approximated. 

𝑓(𝑥) = 𝑓(𝑥𝑛) + ∫ 𝑓(𝜆)𝑑𝜆
𝑥

𝑥𝑛
  (2) 

The trapezoidal rule is applied to the indefinite integral in equation (2). 

∫ 𝑓(𝜆)𝑑𝜆
𝑥

𝑥𝑛
≈

1

2
(𝑥 − 𝑥𝑛)(𝑓′(𝑥𝑛) + 𝑓′(𝑥))  (3) 

The equation 3 is considered to obtain a variant2, which exhibits cubic convergence2. Its iterative form 

is given by equations 4 and 5. 

𝑥𝑛+1 = 𝑥𝑛 −
2𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)+𝑓′(𝑦𝑛)
  (4) 

Where 𝑦𝑛 is given in equation (5). 

𝑦𝑛 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
               (5) 

This developed method2 consists of two steps: Next, the means are substituted into the derivative of the 

function. To do this, the relationship between means is used3 as given by equation (6). 

0 <
𝑛
1

∑ 𝑥𝑖
𝑛
𝑖=1

≤ (∏ 𝑥𝑖
𝑛
𝑖=1 )

1

𝑛 ≤
∑ 𝑥𝑖

𝑛
𝑖=1

𝑛
≤ √

∑ 𝑥𝑖
2𝑛

𝑖=1

𝑛
  (6) 

A demonstration of (6) is carried out4. A generalization of means is given by equation (7) and is called 

the Hölder mean. 

Η(𝑝, 𝒂) = [
1

𝑛
∑ (𝑎𝑘)𝑝𝑛

𝑘=1 ]

1

𝑝
    𝒂=𝑎1, 𝑎2 … , 𝑎𝑛 ∈ ℝ − 0,    𝑝 ∈ ℤ+ − 0  (7) 

A description of classical averages, as well as their properties of these averages defined in theℝ-0 used 

in the proof of the inequalities of these5,6. Derrick Henry Lehmer's mean is defined as. 

Lp(𝑥) =
∑ 𝑥𝑘

𝑝𝑛
𝑘=1

∑ 𝑥𝑘
𝑝−1𝑛

𝑘=1

                      (8) 

Figure no.1. Shows the Hölder and Lehmer mean as a function. 

Figure no. 1. Hölder mean 𝑯(𝒑, 𝒂)  and Lehmer mean 𝑳(𝒑, 𝒂) as functions of  𝒑 for the set   𝒂 =
{𝟏, 𝟐, 𝟑, 𝟒, 𝟓, 𝟔, 𝟕, 𝟖, 𝟗, 𝟏𝟎} 

 
 

The two lines trace the Hölder path (black) and the Lehmer path (blue). The horizontal lines 

indicate, for the same set a, the minimum (lowermost), the harmonic mean H, the geometric mean G, 

the arithmetic mean A, the quadratic mean Q and the maximum (uppermost)9. 

 

From equation (6), the harmonic, geometric, arithmetic, and quadratic means are obtained. 

Additionally, there exist  𝛼 , 𝛽 , 𝛾 , 𝛿 > 0such that this equation can be represented as equation (9). 

0 < 𝛼
𝑛
1

∑ 𝑥𝑖
𝑛
𝑖=1

= 𝛽(∏ 𝑥𝑖
𝑛
𝑖=1 )

1

𝑛 = 𝛾
∑ 𝑥𝑖

𝑛
𝑖=1

𝑛
= 𝛿√

∑ 𝑥𝑖
2𝑛

𝑖=1

𝑛
  𝑥𝑖 > 0  (9) 

From equation (9), another relationship can be found5,6. For 𝑎, 𝑏 > 0, equation (10) holds: 

𝑎+𝑏

2
+ √𝑎 ∗ 𝑏 < √

𝑎2+𝑏2

2
+

2𝑎𝑏

𝑎+𝑏   
     (10) 

In equation (9) there exist 𝛼 , 𝑎, 𝑏 ∈ ℝ+ − 0, 𝑎 ≠ 𝑏 , 𝑏, 𝑎 ≠ 0 such that equation (11) follows6. 
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𝑎+𝑏

2
+ √𝑎 ∗ 𝑏 = 𝛼 (√

𝑎2+𝑏2

2
+

2𝑎𝑏

𝑎+𝑏
)  (11) 

The equation (11) is used in equation (7), which represents the arithmetic mean of the evaluation of the 

function's derivative at two points, as shown in equation (12). 

𝑓′ (
𝑥+𝑥𝑛

2
) =

𝑓′(𝑥)+𝑓′(𝑥𝑛)

2
  (12) 

By applying equations (6) and (7), we obtain an equivalent equation for Newton's method, namely 

equation (13). 

𝑥𝑛+1 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(
𝑥𝑛+𝑥𝑛+1

∗

2
)
  (13) 

 

Algorithm 1. 

For an initial value 𝑥0, the root 𝑥𝑛+1 can be approximated by performing the following iterative 

process given by equations (14), (15) and (16) until reaching a stopping criterion given by |𝑥𝑛+1 − 𝑥𝑛| ≤
𝜀   ó |𝑓(𝑥𝑛+1)| ≤ 𝜀. 

𝑥𝑛+1 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑦𝑛)
   (14) 

𝑧𝑛 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
       (15) 

𝑦𝑛 =
𝑥𝑛+𝑧𝑛

2
               (16) 

Algorithm 2. Using the arithmetic mean the process involves equations (17) and (18). 

𝑥𝑛+1
∗ = 𝑥𝑛 −

𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
           (17) 

 

𝑥𝑛+1 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(
𝑥𝑛+𝑥𝑛+1

∗

2
)
   (18) 

In equation (18) using the property of convex functions7,8 , is obtained equation (19) 

𝑓′ (
𝑥𝑛+𝑥𝑛+1

∗

2
) =

𝑓′(𝑥𝑛)+𝑓′(𝑥𝑛+1)

2
  (19) 

The same conditions as in Algorithm 1 are used. Now, the harmonic mean shown in equation (19) will be used. 

𝐻 =
2∗𝑥𝑛+1

∗ ∗𝑥𝑛

(𝑥𝑛+1
∗ +𝑥𝑛)

 (20) 

Substituting equation (20) into the derivative of equation (8), equation (21) is obtained. 

𝑥𝑛+1 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝐻)
   (21) 

The equation (22) shows how 𝑥𝑛+1 is obtained. 

𝑥𝑛+1 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(
2∗𝑥𝑛+1

∗ ∗𝑥𝑛

(𝑥𝑛+1
∗ +𝑥𝑛)

)
   (22) 

 

Algorithm. 2. 

The same conditions as in Algorithm 1 are used. 

𝑥𝑛+1
∗ = 𝑥𝑛 −

𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
  (23) 

𝐻 =
2∗𝑥𝑛+1

∗ ∗𝑥𝑛

(𝑥𝑛+1
∗ +𝑥𝑛)

           (24) 

𝑥𝑛+1 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝐻)
    (25) 

Algorithm 3. Using the geometric mean. 

𝐺 = √𝑥𝑛 ∗ 𝑥𝑛+1
∗    (26) 

Replacing equation (26) in the derivative of equation (8). 

𝑥𝑛+1 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(√𝑥𝑛+𝑥𝑛+1
∗   )

   (27) 

The quadratic mean is obtained using equation (28). 

𝑄 = √𝑥𝑛
2+(𝑥𝑛+1

∗ )
2

2
  (28) 

The equation (1) is substituted into the derivative of equation (8) to obtain equation (29). 

𝑥𝑛+1 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(√𝑥𝑛
2 +(𝑥𝑛+1

∗ )
2

2
)

    (29) 

 

Algorithm. 4.  Using the same procedure, but now using the mean square. 
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Using the quadratic mean, equations (30), (31), and (32) are obtained. 

𝑥𝑛+1
∗ = 𝑥𝑛 −

𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
   (30) 

𝑄 = √𝑥𝑛
2+(𝑥𝑛+1

∗ )
2

2
       (31) 

𝑥𝑛+1 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑄)
     (32) 

The iteration for n=0,1,2,.., concludes when the stopping criterion |𝑥𝑛+1 − 𝑥𝑛| ≤ 𝜀 is satisfied, that is 

𝛼 ≈ 𝑥𝑛+1, and equation (33) is fulfilled. 

𝑓(𝑥𝑛+1) ≈ 0.            (33) 

 

To demonstrate the order of convergence of the method given by algorithm 1. Equations (14-16.) are 

used, for algorithm 2. equations (23-25), in algorithm 3 equation (26) changing in only one part of algorithm 1. 

and algorithm 4. (20-32), in this work only the convergence of algorithm one will be evaluated. For the others, a 

computational comparison will be made. 

 

III. Convergence Analysis. 
Theorem. Let 𝛼𝜖𝐼, 𝑓𝜖𝐶𝑛+1(𝐼) where 𝑓: 𝐼 ⊂ ℝ → ℝ on an open interval I. Then, the three steps of the 

iterative method given by equations (4) (5), (14-16), and (17) (18) result in a method of cubic convergence. 

Proof. Let 𝛼 be a simple root of 𝑓such that 𝑓(𝛼) = 0, and 𝑓′(𝛼) ≠ 0. Taking 𝑒𝑛 = 𝑥𝑛 + 𝛼 , and since 

𝑓 is of class 𝐶𝑛+1(𝐼), with this condition, 𝑓(𝑥𝑛) can be expanded into a Taylor series around 𝛼, as shown in 

equation (33). 

𝑓(𝑥𝑛) = 𝑓(𝛼 + 𝑒𝑛) = 𝑓(𝛼) +
𝑓′(𝛼)

1!
(𝑥𝑛 − 𝛼) +

𝑓′′(𝛼)

2!
(𝑥𝑛 − 𝛼)2 + ⋯ +

𝑓(𝑛)(𝛼)

𝑛!
(𝑥𝑛 − 𝛼)𝑛  (34) 

The result of substituting 𝑓(𝛼) = 0  into equation (13) is shown in equation (35). 

𝑓(𝑥𝑛) = 0 +
𝑓′(𝛼)

1!
𝑒𝑛 +

𝑓′′(𝛼)

2!
𝑒𝑛

2 +
𝑓′′′(𝛼)

3!
𝑒𝑛

3 + 𝑂( 𝑒𝑛
4)   (35) 

Factorizing 𝑓′(𝛼) from equation (14), equation (35) is obtained. 

𝑓(𝑥𝑛) = 𝑓′(𝛼) (𝑒𝑛 +
𝑓′′(𝛼)

2!𝑓′(𝛼) 𝑒𝑛
2 +

𝑓′′′(𝛼)

3!𝑓′(𝛼) 𝑒𝑛
3)  + 𝑂(𝑒𝑛

4  )   (36) 

The constants 𝑐𝑘 are defined in equation (36) and substituted into equation (14). 

𝑐𝑘 =
𝑓(𝑘)(𝛼)

𝑘!𝑓´(𝛼)
 , for 𝑘 = 2,3 …  (37) 

Therefore, equation (15) can be written as shown in equation (37). 

𝑓(𝑥𝑛) = 𝑓′(𝛼)(𝑒𝑛 + 𝑐2𝑒𝑛
2 + 𝑐3𝑒𝑛

3)   + 𝑂(𝑒𝑛
4   )  (38) 

Differentiating equation (16) with respect to 𝑒𝑛, equation (38) is obtained. 

𝑓′(𝑥𝑛) = 𝑓′(𝛼)[1 + 2𝑐2𝑒𝑛 𝑒𝑛
2 + 3𝑐3𝑒𝑛

2 + 𝑂(𝑒𝑛
3)] (39) 

Dividing equation (16) by equation (17), we obtain equation (39) and equation (40). 
𝑓(𝑥𝑛)

𝑓´(𝑥𝑛)
= [𝑒𝑛 + 𝑐2𝑒𝑛

2 + 𝑐3𝑒𝑛
3]{1 − [2𝑐2𝑒𝑛 + 3𝑐3𝑒𝑛

2 + 𝑂(𝑒𝑛
3)]}−1 (40) 

𝑓(𝑥𝑛)

𝑓´(𝑥𝑛)
= [𝑒𝑛 + 𝑐2𝑒𝑛

2 + 𝑐3𝑒𝑛
3]{1 − [2𝑐2𝑒𝑛 + 3𝑐3𝑒𝑛

2 + 𝑂(𝑒𝑛
3)]}−1 (41) 

By using the series shown in equation (40), we obtain equation (42) from equation (17). 
1

1−𝑥
= 1 − 𝑥 + 𝑥2 − 𝑥3, …  which converges if |𝑥| < 1 (46) 

𝑓(𝑥𝑛)

𝑓´(𝑥𝑛)
= 𝑒𝑛 − 𝑐2𝑒𝑛

2 + (2𝑐2
2 − 2𝑐3)𝑒𝑛

3 + 𝑂(𝑒𝑛
4) (47) 

In the equation (42) 𝑒𝑛 = 𝑥𝑛 − 𝛼  Clearing𝑥𝑛 = 𝛼+𝑒𝑛 the equations are obtained (44), (45) y (46). 

𝑥𝑛+1
∗ = 𝑥𝑛 −

𝑓(𝑥𝑛)

𝑓´(𝑥𝑛)
= 𝛼 + 𝑒𝑛−(𝑒𝑛 − 𝑐2𝑒𝑛

2 + (2𝑐2
2 − 2𝑐3)𝑒𝑛

3 + 𝑂(𝑒𝑛
4))  (48) 

𝑥𝑛+1
∗ = 𝑥𝑛 −

𝑓(𝑥𝑛)

𝑓´(𝑥𝑛)
= 𝛼+𝑐2𝑒𝑛

2  + (2𝑐3 − 2𝑐2
2)𝑒𝑛

3 + 𝑂(𝑒𝑛
4)  (49) 

𝑥𝑛+1
∗ =  𝛼+𝑐2𝑒𝑛

2  + (2𝑐3 − 2𝑐2
2)𝑒𝑛

3 + 𝑂(𝑒𝑛
4)  (50) 

From equation (14), equation (45) is obtained. 

𝑥𝑛+1 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(
𝑥𝑛+𝑥𝑛+1

∗

2
)

= 𝑒𝑛 − [𝑒𝑛 − (𝑐2
2 +

3

4
𝑐3) 𝑒𝑛

3 + 𝑂(𝑒𝑛
4)]   (51) 

𝑒𝑛+1 =  (𝑐2
2 +

3

4
𝑐3) 𝑒𝑛

3 + 𝑂(𝑒𝑛
4)   (52) 

From equation (52), it is demonstrated that this method has cubic convergence order. 

 

IV. Sample Applications 
𝑓(𝑥) = 𝑥2 − 2 = 0  with initial value 𝑥0 = 1.0 

𝑓(𝑥) = 𝑥2 − 𝑥 − 1 = 0  with initial value 𝑥0 = 1.0. The golden ratio (φ ≈ 1.618) 

https://www.theochem.ru.nl/~pwormer/Knowino/knowino.org/wiki/Golden_ratio.html
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Using the following non-linear equations9, an approximation with more decimals ( 

𝛼 ≈1.61803398874989) 

𝑓(𝑥) = 𝑥3 − 5𝑥 = 0  with initial value 𝑥0 = 1.0. 

 

Figure.No.2. Shows the graph of the equation of application 1.1 

 
 

Figure no. 3. Shows the graph of application 1.2 

 
 

Figure no. 4. Shows the graph of application 1.3 

 
 

Table no 1: Shows the solution of the different methods for the function 𝑓(𝑥) = 𝑥2 − 2 = 0 with 

initial value 𝑥0 = 1.0 with an approximation error 𝜀 = 0.00001. 

Table No.1 

 

Table no 1: shows the results of the equation 𝑓(𝑥) = 𝑥2 − 2 = 0  with initial value 𝑥0 = 1.0 with an 

approximation error 𝜀 = 0.00001 

Method Initital value Iteration Approximation 

Error in  

last 
iteration 

 

Newton 1.0 4 1.41421354 0.00000215 

Fernando 1.0 3 1.414221354 0.00000036 
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Geometric 

mean 
1.0 3 1.414221354 0.00000000 

Aritmetic 
mean 

1.0 3 1.414221354 0.00000000 

Harmonic 

mean 
1.0 3 1.414221354 0.00000036 

Quadratic 
mean 

1.0 3 1.414221354 0.00000203 

 

Table no 2: Shows the solution of the different methods for the function 𝑓(𝑥) = 𝑥2 − 𝑥 − 1 = 0  with initial 

value 𝑥0 = 1.0 with an approximation error 𝜀 = 0.00001 

Method 
Initital 

value 
Iteration Approximation 

Error in  last 

iteration 
 

Newton 1.0 5 1.61803401 0.00000048 

Fernando 1.0 4 1.61803401 0.00000000 

Geometric 

mean 
1.0 4 1.61803401 0.00000000 

Aritmetic 
mean 

1.0 4 1.61803401 0.00000000 

Harmonic 

mean 
1.0 3 1.61803401 0.00000036 

Quadratic 
mean 

1.0 8 1.61803544 0.00000799 

 

Table no 3: Shows the solution of the different methods for the function 𝑓(𝑥) = 𝑥3 − 5𝑥 = 0 with initial value 

𝑥0 = 1.0 with an approximation error 𝜀 = 0.00001. 

Method 
Initital 

value 
Iteration Approximation 

Error in  last 
iteration 

 

Newton 1.0 
It stays in a 

cycle 
  

Fernando 1.0 
It stays in a 

cycle 
  

Geometric 

mean 
1.0 

It is 

undetermined 
  

Aritmetic 

mean 
1.0 4 0 0.00000000 

Harmonic 

mean 
1.0 1 

1 This is not a root 

of the equation 
0.00000000 

Quadratic 

mean 
1.0 10 

0.0000738  

approaches the 

root of the 
equation 

0.00000203 

 

V. Result 
Future research should focus on determining the order of convergence of the alternative formulations 

and on exploring the robustness of the methods when applied to functions that do not meet the theoretical 

convergence criteria. The preliminary results obtained in Table No. 3 suggest that the arithmetic mean and the 

square mean could present an interesting behavior in these cases 

 

VI. Discussion 
In the first table no. 1. of Fernando's method, all methods converged in the third iteration. The 

geometric mean and the arithmetic mean reached zero error, while Fernando's method and the harmonic mean 

presented an identical error (using the same stopping criterion). The squared mean exhibited the largest error. 

In Table no. 2, it is observed that Fernando's method, the geometric mean, the arithmetic mean and the 

harmonic mean required eight iterations to converge. 

In Table no. 3, only the arithmetic mean converged in four iterations, and the squared mean 

approached the root in ten iterations. 
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Figure no. 5. shows how Newton's method enters a cycle10 

 
 

The figureno.5 shows how the iterations of this Newton method remain in a cycle but may have an 

overflow because the derivative becomes zero computationally. 

 

VII. Conclusion 
Future research should focus on determining the order of convergence of the alternative formulations 

and on exploring the robustness of the methods when applied to functions that do not meet the theoretical 

convergence criteria. The preliminary results obtained in Table no. 3 suggest that the arithmetic mean and the 

square mean could present an interesting behavior in these cases. 
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