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How effectively do dynamic models, specifically DCC-GARCH
and Copula Theory, estimate portfolio risk during periods of
market stress compared to static Pearson correlation?

Vijay Bollina

Abstract

The foundation of the modern quantitative finance is correlation, which is the basic measure of the portfolio
construction, risk management, and derivatives pricing. The determinant of trillions of dollars of capital
apportioned worldwide through asset prices is the quantification of co-movement that forms the basis of all
theories of Markowitz Mean-Variance Optimization to Multi-Asset Barrier Options pricing. Nevertheless, the
historical use of linear measures of dependence in the industry; i.e. Pearson correlation coefficient has put
financial institutions into disastrous tail risks when they are in a state of market stress. The paper contains a
mathematically rigorous and exhaustive analysis of correlation in quantitative finance. We leave the
non-dynamical, linear structures and consider the non-linear, dynamic and tail-dependent structures. We
critically examine the drawbacks of the Modern Portfolio Theory (MPT) during regime changes and assess the
effectiveness of the Dynamic Conditional Correlation (DCC-GARCH) models along with Copora theory to
account the appearance of the so- called correlation breakdown. Moreover, we explore the use of correlation as
a tradable asset category using dispersion trading and correlation swaps. Using a theoretical and empirical
approach, this research shows that correlation enables diversification in a calm market, but on the other hand,
serves as a medium of contagion in an abnormal situation, and thus advanced dependence measures must be
implemented to achieve strong financial engineering.
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l. Introduction

Background and Context: The Centrality of Co-movement

Measuring the relationship among the price of assets is not just a statistic game, but the keystone of financial
engineering. Without correlation, the study of isolated univariate time series would be considered the study of
finance. The channel of interaction between assets is what gives birth to the diversification concept, the
systemic risk concept and the portfolio optimality concept.

Since the inception of Modern Portfolio Theory (MPT) was created by Harry Markowitz in 1952, correlation, a
statistical metric used to determine how two or more variables are moving in unison, has been used to determine
the composition of institutional portfolios. It has a mathematically beautiful and intuitively strong premise;
when an investor puts together assets with imperfectly correlated assets (correlation of less than one), the
investor can diversify idiosyncratic risk without reducing expected returns. The stability and correct
measurement of the correlation matrix is important to this free lunch of diversification.

The variance of a multi-asset portfolio is mathematically a quadratic form of the weight vector and the
covariance matrix. In the case of a two-asset portfolio, it is given as:

o2 = wio? + wo? + 2wiwop, 1010,
» 11 22

Where w represents weights, ¢ represents volatility, and p, , is the correlation coefficient. The interaction term
2w wyp 2010, is the lever of risk management. As p,, approaches -1, the portfolio variance approaches zero
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(assuming appropriate weighting). This formula has driven the rise of the 60/40 portfolio (60% equities, 40%
bonds), Risk Parity funds, and complex arbitrage strategies.

Il. Problem Statement: The Fallacy Of Linearity And Stationarity

Although linear correlation model works reasonably well in normal market regimes, i.e. when volatility is low
and returns are distributed as a Gaussian, it does so disastrously during black swan events or regime changes.
Black Monday crash of 1987, Asian Financial Crisis of 1997, the Dot-com bubble burst of 2000 and above all,
the Global Financial Crisis (GFC) of 2008 contain all the empirical evidence, which indicates that there is an
important anomaly with correlations being not fixed parameters but a stochastic process.

In markets in crashes the correlation between different asset classes (e.g. equities, high-yield bonds, and
commodities) is generally going to approach 1.0. This is what is referred to in the literature as correlation
breakdown, or asymmetric dependence, which suggests that the benefits of diversification disappear precisely
when they are most required. A portfolio that is built based on the premise that there is a 0.2 correlation
between the stocks and emerging markets could end up with a 0.8 correlation when a crash occurs.

Moreover, conventional risk models (such as Value at risk (VaR)) that in many instances assume stable
correlation matrices relying on historical averaging, have a severe underestimation of the likelihood of multiple
asset failures. The use of Pearson coefficient, which is only useful in indicating linear dependence, causes risk
managers to ignore non-linear dependencies, including one asset causing a crash in another solely because it is
below a particular threshold (tail dependence).

The History of the Concept of Correlation.

In the past, correlation was considered to be a constant value which had to be approximated using long-run data.
When J.P. Morgan introduced RiskMetrics in the 1990s, Exponentially Weighted Moving Averages (EWMA)
became the focus in order to represent short-term variations. Correlation is nowadays a separate tradable risk
dimension, independent of the underlying asset prices, and in the high-frequency trading and derivatives
marketplace. This is a paradigm shift in quantitative finance because of the change in the name of this concept
as parameter to asset class.

Research Objectives
The purpose of the paper is to fill the gap between the elementary statistical correlation and the sophisticated
quantitative dependence modelling. The specific objectives are:
e Mathematical Deconstruction: To deconstruct the mathematical constraints of Pearson correlation on
heavy-tailed, leptokurtic financial time series.
e Dynamic Modelling Evaluation: To assess rigorously the superiority of advanced econometric
models, that is DCC-GARCH and Copulas, in estimating dynamic dependence structure.
e Systemic Risk Analysis: To examine the effect of correlation clustering on systemic risk and financial
network stability of the world.
e Strategic Application: To understand how quantitative traders can use correlation views to make
money in dispersion trading and correlation swaps.

lll. Literature Review

The Foundations: Mean-Variance and the Covariance Matrix

Markowitz (1952) and his classic work on Portfolio Selection are the first to start an academic discussion on
financial correlation. Markowitz defined risk as not directly inherent to an asset, but covariant with the rest of
the portfolio. This framework relied on the Covariance Matrix () as a statistic which is sufficient to define the
dependence structure of a multivariate normal distribution.

Sharpe (1964) furthered it to the Capital Asset Pricing Model (CAPM) that simplified the covariance structure
by holding that all of the pairwise correlations were caused by one common factor: the market. In the CAPM
world, p;; is merely a function of asset i's beta, asset j's beta, and the market variance. Post computationally
efficient, this single-factor model grossly simplified the elaborate system of inter-asset interdependencies.

The Econometrics of Volatility and Correlation
Mandelbrot (1963) claimed that the assumption of homoscedasticity (constancy of volatility) was
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negated by the finding that he noticed that large changes are followed by large changes, in either direction. This
cluster volatility resulted in the creation of the Autoregressive Conditional Heteroskedasticity (ARCH) model of
Engle (1982) and Generalized ARCH (GARCH) model of Bollerslev (1986). Nevertheless, in order to make
GARCH applicable to multivariate dimensions that time varying correlation, it was computationally challenging
because of the curse of dimensionality. the covariance matrix has N (N + 1)/2 unique elements. For N = 100, this
requires estimating over 5,000 parameters, which is statistically impossible with limited data histories.

Important advances were made together with the development of the Constant Conditional Correlation (CCC)
model by Bollerslev (1990) that enabled variation of volatilities but kept the correlation matrix constant. This
was a move in the right direction but was not able to understand the flux in dependence. The Dynamic
Conditional Correlation (DCC) model that came to be known as the industry standard was proposed by Engle
(2002). The DCC model can evolve through time by following a mean-reverting process, and therefore reflects
the empirical fact that markets become more highly coupled in high- volatility periods.

Copulas: The Wake-Up Call

With the restraints on the supposition of normality now widely apparent especially following the demise of
Long-Term Capital Management (LTCM) in 1998, the literature has turned to Copula Theory.

The theoretical basis is given in Sklar (1959) which argues that any multivariate joint distribution can be broken
down into its marginal distributions and a “copula" function that characterizes the dependence structure.
Embrechts, McNeil, and Straumann (2002) have written the famous article, Correlation and Dependence in Risk
Management: Properties and Pitfalls. This article is the main criticism of the linear correlation in the financial
world. They showed mathematically that Pearson correlation is only defined when there are finite variances
(which is frequently not the case in finance because of the fat tails), and only invariant under linear
transformations. They demanded rank-based (Spearman Rho, Kendall Tau) and tail-dependence coefficients
based on Copulas in order to be more responsive to extreme co-movements.

Gaussian Copuras and the Financial Crisis.

After the crisis of 2008, the literature on correlation turned a dark side. The Gaussian Copula function of pricing
Collateralized Debt Obligations (CDOs) had been introduced by Li (2000). The model enabled traders to value
the correlation of mortgages defaults in a collection of mortgages. The model however made the assumption
that the correlation between the defaults was fixed and low. The correlations of default shot to one when the US
housing market went bust. It is commonly said that the inability of the Gaussian Copula to model this tail
dependence is the formula that killed Wall Street (e.g., by Salmon, 2009). This led to a revival of the study on
Student-t Copulas and Clayton Copulas that have non-zero tail dependence..

IV. Theoretical Framework

We need to come to grips with the failure of correlation before we can begin to unravel its mathematical
attributes and understand why correlation fails.
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11 Pearson Correlation: Definition and Limitations

The standard metric used in finance is the Pearson product-moment correlation coefficient (p). For
two random variables X (e.g., Apple retums) and T (e.g., Microsoft retums):

EMX -y (V — )] Cov(X ¥
Gxgs, GX G,
Where g € [-1, 1].

W Geometric Interpretation

In the vector space of random variables with finite second moments, the comelation coefficient has a
precise geometric interpretation. It is the cosine of the angle 4 between the centered vectors of the

twio variables:

p = cos(&)

« Ifthe vectors are parallel (6=0°), p= 1.
« Ifthey are orthogonal (6= 90), o = 0.
. Ifthey are opposite (8= 180°), p=-1.

This geometrical perspective is why the PCA (Principal Component Analysis) works much befter, it is
simply a rotation of the axes of this vector space fo locate orthogonal (uncorrelated) components.

2 The Limitations in Financial Contexts

1. Linearity: Pearson correlation is only able to describe linear dependence. If ¥ = X* (a perfect
deterministic relationship), Pearson comelation can indicate 0. Derivative payoffs are frequently
non-linear (convex) in finance, i.e. the dependence between an option and its underiying is not
well approximated by the single measure of its value, namely, its value.

sensitivity to Outliers: The basis of energy is squared deviations (variance) on which to base the
value of p One extreme point of data (outlier) can distort the coefficient to the extent of creating
an illusion of relationship, or abscuring one that exists.
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2. Undefined Moments: In case the assets obey stable Paretian distributions (Levy flights) of tail
index less than one a < 2, the variance is infinite. In such cases, p is mathematically undefined
and any sample estimate is meaningless noise.

12 Rank Correlation: Robust Alternatives

Rank correlations are employed to reduce the problem of linearity, as well as outliers, in quantitative
finance, and rely only on the ranking of data, but not the value.

W Spearman’'s Rho (g)

This is nothing but the Pearson correlation between the ranks of the variables and not the original
data.

63 dl
nn* - 1)

Where g; is the distance between the ranks of similar variables. It evaluates monotonic correlations.

gs=1-

3 Kendall's Tau (z)

The Tau suggested by Kendall is frequently a good choice in Copula theory since it approaches the
population value more quickly. It is the difference in the probability of concordance and discordance.

T=P(A1 -2V -¥2)=0)-P([X1 - A2UT¥ -F2) =0)
Or empirically:

_ (number of concordant pairs) — (number of discordant pairs)
o T - 1)

33 Tail Dependence Coefficients

It is the most significant stress testing measure. Tail dependence is used to assess the likelinood of
Asset A crashing when Asset B has already crashed.

Lower Tail Dependence (i)

L= A P LY =R THUA 2 ETH U]
u—+ F £

Upper Tail Dependence ({:):

A= QL F Yy =0 7 u)lA &8 T U] )
u—+1 ¥ X
The Gaussian Paradox: When the two variables follow a bivariate Normal distribution {Gaussian
Copula), iz=4y = 0 (provided g < 1). This implies that in a Gaussian world extreme events
become asymptotically independent mathematically. The Gaussian model predicts the response of
correlation to vanish in the event that the market falls by 10 standard gdeyiafions. Ihe, Reality (Student-t
Copula)Eor a Studeni-t distribution, £ > 0. The lower the degrees of freedom (v), the greater the
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dependence of tails. This validates the fact that in the real world, there is more correlation in the tails
than the body of the distribution.

14 Random Matrix Theory [RMT)

In a high dimensional quantitative finance (e.g. opimization of a portfolio of the S&P 500), the size of
the correlation matrix is 5007500 If the time series length T is not sufficiently larger than N (number
of assets), the matrix is dominated by noise.

These matrices are deanad by the use of RMT which has its origin in nuclear physics. We examing the
distribution of the eigenvalues of the correlation C. According to the Marchenko-Pastur Law, for a
random matrix, eigenvalues should fall within the bounds [4-, 4]

2
— &

N
Ar=(1=\7T

The eigenvalues of the empirical correlation matrix that are within this range are assumed to be noise
and ought to be shrunk or substituted. The rest of the eigenvalues (usually the highest one) are actual
signal (the "Market Mode").

4. Methodology: Modelling Dynamic Correlation

With the theoretical inefficiencies of the stafic correlation identified, we now trace the mathematical
development of the DCC-GARCH model, which is the main means by which quants attempt to
characterize the time varying depsndence.

41 The Need for Dynamic Models
Financial time series exhibit heteroskedasticity. Consequently, the covariance between two assets |

and; at time ris:
e = PP iz

A simple GARCH model can estimate g, and g, but estimating g requires a mulfivariate
framework.

41 The DCC-GARCH Specification
The Dynamic Conditional Correlation (DCC) model is a two step estimation.

Step 1: Univariate GARCH

In the first step, we used univariate GARCH(1, 1) models to standardize the residuals of each asset
Pig = K+ €y
Bie= @i+ ags, | + Biltis

R
€54= v Bz
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Where g, are the standardized residuals with mean 0 and variance 1.

Step 2: Dynamic Correlation Structure The conditional covariance matrix 5, is decomposed as:

L= DRl

Where D: = diagl 1/ A11s ./l CONtains the volatilities from Step 1. R, is the time-varying
correlation matrix, evolved via the praxy matrix Q.

Qi=(1-a-1Q +alziZ, ) + Qi1

Here:
» [ is the unconditional covariance matrix of the standardized residuals z,,
« gand b are the DCC parameters (non-negative scalars, a +5 < 1).
« agovemns the reaction to new innovations (shocks).
» bgovems the persistence (how long the shock lasts).

since §; does not necessarily have ones on the diagonal, we rescale it to ensure it is a proper
correlation matri:

R: = diag(0)"*Qdiagl0)"?

Or element-wise:

iy = —

4} Estimation via Maximum Likelihood (MLE)

The estimates of the parameters are obtained by maximising the log-likelihood function. The beauty
with DCC is that the probability may be separated into a volatility component and a correlation
component:

L = Lyoparitiy + Lcorreiaion

This gives the possibility of two-step estimation which is computationally manageable even large
matrices can be calculated (N > 100), rendering DCC better in comparison with full Multivariate
GARCH (BEKK) models.

5. Empirical Analysis: The Correlation Breakdown

This part uses the theoretically established ideas on actual information, and it serves to illustrate the
violent character of correlation regimes.

54 Stylized Facts of Financial Correlation

Examining a 25-year history of the S&P 500 (Equity) and the US 10-Year Treasury (Bond) indicates the
identities of regimes in these two assets that cannot be examined by the simple market structure.
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sii - The Flight to Quality (2000-2021)

The comelation of stocks and bonds in the first twenty years of the 21 gf century was mainly negative
{-0.310-0.5) on average ).

Mechanism: With the risk-appefite declining (stocks crashed), capital outflow sought safety in safe-
haven (bonds) which pushed bond yields down and prices up.

Portfolio Impact: This was a natural hedge that was a negafive cormelation. The volatility of a 60/40
portfolio was lower than the weighted average of the components.

sz The Inflation Shock (2022-Present)

A structural break has taken place in 2022 The Federal Reserve increased interest rates in a vigorous
manner, owing to the supply-side inflation.

The Shift: High rates reduces the present value of future cash flow (to the disadvantage of stocks) and
decreases the prices of bonds directly.

Outcome: Bonds and stocks plummeted at the same time. The moving 60 days correlation changed to
+0.6 instead of the -0.4.

Consequence: Risk Parity funds which levered up bonds under the assumption of hedging stocks were
crushed by huge drawdowns. This empirically confirms that correlation is regime-specific and is
associated with the macro-driver (growth shock vs. inflation shock).

52 Case Study: The 2008 Financial Crisis.
We have experienced confagion during the liquidity crisis of 2008.

Data: We compare the correlations between Financials and Tech and Gas and Energy sectors of S&P
500.
+  Pre-Crisis (2006): Average pairwise correlation = 0.25.
«  Crisis Peak (Oct 2008); Average pairwise correlation = 0.78.
«  MeaningDuring a liquidity crisis, the market participants are not selling what they want to sell, but
what they can sell. In case a hedge fund is forced to liquidate subprime positions due to a margin

call they can dispose of good liquid tech stocks to get cash. This selling pressure aligns the asset
prices pushing the correlations to one.

5.3.1 Patterns of intraday Correlations.
Fractal comelation patterns are indicated by High-Frequency Trading (HFT) data.

The "Epps Effect": The higher the sampling frequency (daily to 1-minute down to tick data), the
lower will be the observed correlation between two assets.

Patients affected have the following cause: Non-synchronous trading. Assuming that Stock A is
fraded at 10:00:01 and Stock B is trades at 10:00:05, the standard correlation computation at the
level of 1-second will not capture the relationship.

Adjustment: Hayashi-Yoshida Estimator is a HFT comection factor used to make adjustments to
non-synchronous timestamps in HFT correlation measurements by quants.
§. Advanced Applications: Trading Volatility and Comelation

DOI: 10.9790/5933-1606062032 www.iosrjournals.org 27 | Page



Quantitative Finance / Correlation & Dependence Structures

Comelafion has ceased being a parameter in the risk management of the moderm world of quantitative
finance; it is curently a separate asset class to be actively traded. This difference between intended
correlation (historical) and implied correlation (between index options and single-stock options) anses
to bring advanced arbitrage. This part breaks down mathematically the operations of the Dispersion
Trading and Correlation Swaps.

&1 The Dispersion Trading Mechanics.

Dispersion trading is a market-neutral, volatility-arbitrage fund that bets on the fact that the volatility
of an index (e.g. S&P 500) can be significantly greater than that of the underlying stocks. It is a good
way of enabling traders to express a view of comelation, without expressing a directional view on the
prices of such a market.

&1 Theoretical Derivation

Recall the variance of an index I, which is a weighted sum of N constituents (I = ¥ wS):

N
o — yw.z.a.'_-.__'_y” WD ET T
Tndex -

=1 )
This equation reveals that index variance is composed of two parts:

1. Variance Contribution: The weighted sum of individual variances (¥ wig®).
=

2. Covariance Contribution: The weighted sum of pairwise covanances (¥ i)

If gz, = 1 (perfect correlation), index volatility equals the weighted average of constituent volatilities. If
g: < 1, index volatility is lower than the average constituent volatility. This difference is the
"dispersion.”

iz The Trade Organization: Short Correlation.

Shart Correlation frade is a trade that involves:
Shoriing Index Volaility: Index (e.g. SPX) Shorting by sellint straddles or selling index variance swaps.

Elanging,Constituent Volatility: Purchase a straddling or variance swap on a portfolio of the best SNE
stocks (e.g. AAPL, MSFT, AMZN, etc.).

Profit Condition:

This is favorable to the trader when the individual stocks have high idiosyncratic volatility (moving in
different directions but strongly) whereas the index is comparably stable (low realized correlation).

P&L = (3 WiTizsalized — GLrsalizad) — Theta Decay Cost
i

The frade is common in the eamings seasons when the idiosyncratic risks are high and the systemic
risk is believed to be low. It has however, large tail risk. In case of a systemic shock (.0. a geopolitical
event), the crash of all stocks is simultaneous (p — 1), or triggering the short index volatility position
to go out of control (gain value) without the long single-stock volatility positions enough to cover the
Ioss as a result of the implied-realized spread getting small.
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iz Correlation Swaps

The Correlation Swap was introduced to institutional investors who wanted to have a pure exposure to
correlation, not the delta-hedging complexity of dispersion trading. It is a type of Over-The-Counter
(OTC) derivative, the payoff of which is based on the actual correlation of a basket

i1 Contract Mechanics

A correlation swap entails compensating the difference between the fixed rate of strike and the
obtained average rate of cormrelation (g2 of the basket over the life of the swap.

Payoff Function:

Payoff = Nygougs * (Oreatized — Pstrike)

The knew that correlation is normally considered to be the arthmetic average of the pair-wise Pearson
correlations with log-daily returns:

2
FPrealized = NIN =11 Ep{g‘
isi

iz  Pricing via Replication
The correlation swaps between prices are not easy fo trade in since comrelation cannot be traded.
Quants apply a replicating portfolio strategy, and sometimes are associated with linking correlation to

variance swaps. Re-arranging the equation of the variance of indexes allows us to compute the
“Implied Correlation (gi,) observable in the market

w LT W
mp Z{ﬂ 'I."L'{}tth’.?' .
This equation simply declares that implied correlation is the quotient of (Lndex Variance without

Individual Variances) or the Cross Terms.

= Trading Signal- If gy trades at a significant premium to forecast g (2 "comrelation risk
premium"), quants will sell correlation swaps.

» Systemic Hedge: Conversely, a macro fund fearing a crash might "Buy Correlation.” If the market
Crashes, grgsss — 1, generating a massive payout that offsets equity losses.

7. Discussion: Network Theory and Systemic Risk

Going beyond the pairwise measures and covariance matrices, the contemporary quantitative studies
start to consider financial markets as Complex Adaptive Systems. This point of view uses Graph Theory
and Topology to chart the global financial network, determining that the "backbone” of systemic risk is
the backbone of the whole systemic risk.

71 Minimum Spanning Trees (MST)

The correlation matrix contains N (N - 1)/2 coefficients, and this is too many to visualize or to intuit.
Mantegna (1999) suggested the application of Minimum Spanning Trees to obtain the most significant
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relationships.

74 The Metric Space of Correlations

The first step to use the graph theory is to convert correlation into a distance measure. Pearson
correlation p is NO distance (it is not triangle- Gherniangy, actual). Nevertheless, the following non-
linear transformation generates a valid Euclidean gdistance d.;

N
dig =1/ 201 - )

+ Perfect Positive Correlation (o = 1) 4= 0(The assets are the same point).
» No Correlation (p = 0): d=/2.
* Perfect Negative Correlation (o =-1):. 4= 2 (Maximum distance).

72 Algorithmic Construction
Application of Kruskal Algorithm or Prim Algorithm:
1. Treat every asset as a node.

2. List all possible edges (comelations) and sort them by distance d; (from smallest to largest, 12
highest correlation to lowest).

3. Insert more edges into the graph, however, the this fime around it must not be a loop (cyce).
4. Stopwhen all ¥ nodes are connected by N - 1 edges.

Output: A special tree topology linking all the assets with the shortest overall distance. It is a tree
that symbolizes the skeleton of the market.

75 Topological Implications for Risk

Centrality: The systemic ones are the nodes that have the largest number of connections (degree). In
the past, the U5 equity MST had its hub in General Electric (GE). In 2008, the center changed to
Financials (AIG, Goldman Sachs). Nowadays, the center can be filled with Tech giants (Apple,
Microsoft) or ETFs (SPY).

Tree Shrinkage: In case of a crash, the whole MST shrunk. When comelations converge the "diameter”
of the free (longest path) tends to shrink greatly. Dynamic monitoring of the MST diameter is used to
give an early alerts of system fragility.

The hierarchical risk parity (HRP) is a method designed to identify and prioritize possible risks within a
project and subsequently allocate resources fo the assets with the highest risks or the least risk

(Bereznay et al., 2018).

72 Hierarchical Risk Parity (HRP)
This is a tool that is used to recognize and rank potenfial risk in a project and then resources are
invested in the assets with the greatest risk or the smallest risk (Bereznay, et al., 2016).

One of the first uses of network analysis in portfolio management is the Hierarchical Risk Parity (HRP)
introduced by Lopez de Prado (201&).
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The Issue of Mean-Varance Optimization (MyOLMVO needs the covariance of a covanance be
inverted. (Z-1). The inverse is unstable, due to the noise and ill-conditioning of the financial matrices
(determinant is close to zero). Even the smallest alteration in correlation of inputs can cause colossal
movements in weights of the portfolio (the Markowitz instability problem).

The HRP Solufion:HEE does not involve inversion of matrices. It relies on the correlation distance
matrix to develop a hierarchy (dendrogram) and distributes capital down.

Step 1: Clustering (Tree Building) Using the distance mefric g;;, we cluster assets. Closely correlated
assets (e.g. Coke and Pepsi) are incorporated into one branch. This branch is then accumulated with a
similar branch (e.g., Staples), and so on.

Step 2 Recursive Bizection (Allocafion): The next stage involves bisection (usually recursive) to
eliminate nodes saquentially until the target node is located <|humanf-Step 2 Recursive Bisection
(Allocation): This step continues with a stop similar to step 1; except that bisection (usually recursive) is
performed at this phase, sequentially freezing away nodes until the target node is found.

HRP is not an optimization of all assets simultaneously, but an allocation of capital at every free
bifurcation.

Suppose that the free is divided into two clusters Cluster A (Energy stocks) and Cluster B (Tech
stocks).
= Calculate the vanance of Cluster A () and Cluster B (Iz).

« Allocate weight to A and B based on Inverse Variance:

YV
/B 1/Vp

Wy

= Repeat this process recursively down each branch until every individual asset has a weight.
Why HRP is Superior:

It acknowledges that a group of 10 energy stocks which are strongly correlated have the same
information of risk as a single energy stock has. MVO could invest 10x capital in the energy cluster, HRP
would consider the cluster a risk unit, which will not allow the portfolio to become a risk overload of a
particular risk factor because it has numerous constituents.

8. Limitations and Critical Evaluation

Although Dynamic Cormelation (DCC-GARCH) and Copula models are a great deal better than the linear
frameworks which are not dynamic, they also have serious limits.

11 Model Risk and Estimation Ermor

Other models such as DCC-GARCH require the estimation of a high number of parameters. (o, a 8
for volatility, plus comelation persistence parameters).

= Flat Likelihood Surfaces: In high dimensions (& = 100), The probability function usually tends to
be flat about the maximization. This implies that there are numerous possible combinations of
parameters that have similar likelinoods, but enormously different risk projections (YaRg).
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overfitting Model complexities tend to fit the noise instead of the signal. A test on an in-sample
basis may indicate that Student-t Copula fits aptimally but in-of-sample behayiour, during a new
regime frequently performs worse than a simple rolling window estimate.

&2 The "Ghost" of Non-Stationarity

Financial markets are essentially non-stationary. The DGP underlying the generation of the data is
evolving with time owing to regulation, technology as well a5 macroeconomics.

+ The ZIRP Trap: Zero Interest Rate Policy: Algorithms that are trained on 2009-2021 data (Zero
Interest Rate Policy) have the leamed wisdom that Stocks and Bonds have negative cormelation.
This was a low inflation structural artifact.

» Regime Shift: The correlation changed direction in 2022 when inflation was back. The stationary
models of the corelation structure were unsuccessful. This points at the possibility of Inductive
Bias -the assumption that the future is like the past.

In HFT, computational latency is associated with the processing time required to execute a particular
algorithm.

&3 Computational Latency of HFT

Computational latency in HFT is related to the amount of time that is needed to run a given algorithm.

In the case of the High-Frequency Trading, speed is of the essence. It is computationally forbidding to
compute a live covariance matrix of live 500 x 500 covariance matrix, invert it, or fo run a DCC update
at a milliseconds interval.

+  Approximation: HFT firms use factor models (such as PCA or APT) to fit the cormrelation matrix
with the first 3-5 principal components.

» Trade-off: This works in place of precision in speed. Nevertheless, in a Flash Crash the lower
principal components (thrown away as noise) may overnight turn important, and thus the risk
model estimated may fail.

V. Conclusion

Quantitative financial correlation study is the study of risk architecture, in its essence. This paper has shown
that the conventional use of Pearson linear correlation coefficient is not adequate and may be hazardous in the
management of present day financial portfolios.

Summary of Findings

Linearity is a Weakness: Pearson correlation cannot represent non-linear relationships and cannot be used to
represent heavy tailed distributions as are common with financial returns.

Dynamic Matter: The nature of correlations is not a fixed value: It is a mean-reverting clustering stochastic
process. Such models as DCC-GARCH are necessary to represent such dynamics.

Tail Dependence is Real Finite Gaussian models mathematically suppose that extreme events are independent
(zero tail dependence). The 2008 crisis demonstrated that the assets crash most correlated, which means that
Student-t or Clayton Copulas should be used.

Correlation is an Asset: On dispersion trading with correlation swaps, market participants are able to separate
their perceptions of systemic risk and their perceptions of pure volatility.

Structure over Magnitude Network Theory and Hierarchical Risk Parity Network Theory demonstrate that more
often portfolio robustness depends on the topology of correlation between assets (the connection between the
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assets) rather than on the magnitude of those correlation coefficients.

Future Directions

Dependence modelling can be developed in the future at the border of Machine Learning and Econophysics.
Generative Adversarial Networks (GANs): GANs are now being used to produce so-called synthetic
correlation matrices which attempt to reproduce the stylized facts of markets (fat tails, clustering) without using
scarce historical data. This enables improved stress testing.

Cryptocurrency Correlation: With the institutionalization of Bitcoin and DeFi, the correlation between
Bitcoin and traditional equities (the digital gold vs. risk-on asset debate) is an area of new research.

Causal Inference: The next advance in alpha generation will be closer to causality (X moves because of Y)
than correlation (X moves with Y) and it will be achieved with methods such as Transfer Entropy.

To sum it up, it is not necessary to identify a portfolio having zero correlation, but rather it is possible to create a
portfolio which is resistant when correlations become inevitable. The shift in thinking between the traditional
covariance of the variables to the dynamic, topological risk models signifies the evolution of the discipline out
of the financial arithmetic to real financial engineering.
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