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Abstract: 
With the exponential growth of e-commerce, there comes the need for compelling and detailed product visibility 

descriptions that improve the customer experience in online marketplaces. The proposed work addresses the 

inefficiencies of the manual creation of such descriptions by developing an AI-powered system capable of 

generating precise and multilingual product descriptions directly from images. Our system automatically extracts 

visual features by incorporating advanced computer vision techniques and natural language processing models 

and converts them into rich, human-like textual descriptions. The proposed approach is based on the use of state-

of-the-art pre-trained deep learning models, ResNet50, and LSTMs, thus offering high accuracy, semantic 

relevance, and scalability in terms of captions generation. Multilingual support via automatic translation is also 

a part of the solution, providing access to global markets and allowing sellers to reach out to linguistically diverse 

audiences.  This innovation simplifies the listing process for sellers, empowering them to manage large inventories 

efficiently while improving product visibility and accessibility. It delivers more intuitive and trustworthy shopping 

experiences for customers by offering clear and descriptive product information. By addressing the critical 

challenges posed by quality inconsistency, time inefficiency, and localization, the proposed work establishes a 

new level of intelligent, inclusive, and scalable product listing solutions that transform the online marketplace 

into a much more dynamic and accessible one. Extensive experiments with acceptable BLEU and BERT scores 

validate that the proposed system can generate descriptions that follow customer expectations in quality and 

context correctness. 
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I. Introduction 
The e-commerce sector has witnessed exponential growth over the last decade, fueled by advancements 

in digital technology and changing consumer behavior. Online marketplaces [1] like Amazon, eBay, and Flipkart 

now cater to millions of customers across the globe, with products ranging from everyday essentials to specialized 

niche items. In this competitive e-commerce environment, the need for high-quality product descriptions is more 

critical than ever. Accurate and detailed descriptions not only enhance product visibility on search engines but 

also improve customer engagement and satisfaction. However, manually crafting such descriptions is a time-

consuming and labor-intensive process, often resulting in inconsistencies and insufficient detail. For sellers 

managing large inventories, this inefficiency can lead to missed opportunities, lower sales, and a poor overall 

shopping experience for customers. The challenges become even more significant in multilingual and diverse 

markets, where product descriptions must cater to a global audience. Effective translation and localization are 

essential to ensure accessibility and relevance across regions. For customers, a lack of detailed or accurate product 

descriptions results in confusion, poor decision-making, and dissatisfaction. Searching for specific products 

becomes challenging without properly structured and descriptive listings. The motivation for this research arises 

from these pressing challenges faced by both sellers and customers in the e-commerce landscape. 

To overcome these challenges, AI-based solutions combining computer vision [2] and Natural Language 

Processing (NLP) have emerged as promising tools. Computer vision techniques enable systems to extract 

attributes from product images like colors, and objects, while NLP [3] models transform these attributes into 

coherent and descriptive text. Despite progress in these technologies, gaps remain in their application to e-

commerce, particularly regarding accuracy, multilingual translation, and integration with seller platforms. This 

work focuses on bridging these gaps through a system that automates product description generation, leveraging 

state-of-the-art AI models such as Visual Geometry Group 16 (VGG16) [4], Visual Geometry Group (VGG19) 
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[5], and ResNet50 [6]. By comparing these models' performance, we identify the most effective approach for 

extracting product attributes and generating high-quality, multilingual descriptions. 

The primary contribution of this research is to develop an AI-powered system that automates the 

generation of detailed and high-quality product descriptions from product images by: 

● Creating a suitable dataset containing fashion product images and their corresponding descriptions. 

● Developing a deep learning-based system that combines computer vision and natural language processing to 

generate detailed product descriptions. 

● Evaluating the performance of the proposed system using standard evaluation metrics - BLEU Score [7] which 

measures the accuracy of generated captions compared to ground truth and BERT Score [8] which captures 

semantic similarity between generated and actual captions. 

 

II. Related Work 
Wang, Hou, Liu, et al. [9], propose a statistical framework for generating coherent and fluent product 

descriptions based on product attributes. Initially, sentence-level templates are extracted and aligned with 

attributes, and then candidates are ranked to produce an optimal description. "Templated knowledge" is used to 

ensure coherence and "structured knowledge" is to understand attribute dependencies and select relevant 

attributes. This approach achieved a BLEU (bilingual evaluation understudy) score of 0.154, showing a significant 

improvement over the baseline model on the "Computers & Tablets" category on Amazon, containing 25,375 

samples with paired descriptions and attribute lists. Limitations of this study are that it relies on structured text 

data and does not work on image data, it depends on aligned templates and product attributes, limiting flexibility 

for purely visual inputs, and it lacks integration with neural networks. 

Wang, Zhang, and Yu [10], use various benchmark datasets such as MS COCO, Flickr8k/30k, PASCAL 

1K, and others, to evaluate caption generation models. They employ hand-crafted feature-based approaches (e.g., 

CRF-based and maximum likelihood models) and neural encoder-decoder models (e.g., CNN [12] paired with 

RNNs or LSTMs for feature extraction and caption generation). The primary focus is the attention mechanisms 

that dynamically focus on different parts of an image or text input to improve caption accuracy. Evaluation metrics 

such as BLEU, METEOR, CIDEr, and ROUGE, with deliberate attention reaching a BLEU-4 score of 0.375. 

However, it lacks focus on product-specific details and doesn’t address extracting attribute-value pairs directly 

from images. 

Cui, Yang, et al. [11] utilized a large-scale dataset of labeled images from Fine-Grained Visual 

Categorization (FGVC) tasks to evaluate model performance, specifically focusing on domain-specific categories 

such as bird species and car models. The proposed method introduced a novel "Knowledge Transfer" framework 

for domain adaptation, where a pre-trained network is fine-tuned to assess models on small-scale datasets. The 

results demonstrated improved evaluation accuracy and better generalization across diverse datasets, highlighting 

the effectiveness of the approach in handling domain-specific image captioning tasks. However, this method relies 

heavily on pre-training, which may not generalize well to drastically different domains without extensive fine-

tuning. 

Cai, Liu, et al. [12] (2024), introduce a newly collected dataset of fine-grained product images, 

specifically designed for attribute extraction tasks. This dataset addresses challenges such as varying lighting 

conditions and complex backgrounds, which often hinder accurate attribute extraction. The paper proposes a 

multi-task learning model that integrates Convolutional Neural Networks (CNNs) with Graph Neural Networks 

(GNNs) to extract and correlate attributes from product images effectively. The proposed model achieves state-

of-the-art results in attribute extraction, demonstrating a significant improvement in accuracy over baseline 

models. The model's performance may degrade when applied to datasets with unseen attributes or significantly 

noisier data. 

Jafar, Ghneim, et al. [13] (2022), introduce an attention-based Encoder-Decoder framework for image 

captioning, leveraging two methods of feature extraction. The first method employs an image classification CNN, 

specifically Xception, while the second utilizes an object detection module (YOLOv4) to extract object-level 

features. The model is evaluated on the MS COCO and Flickr30k datasets. While the approach effectively 

enhances feature extraction, it falls short in capturing deeper relationships between objects within the image, 

limiting its ability to fully mimic human image understanding. 

Rinaldi, Russo, et al. [14] (2023) present a method that integrates three deep neural networks—Mask R-

CNN, YOLOv3, and RetinaNet—to enhance image captioning. These models are utilized for object detection, 

and their outputs are combined using a hierarchical classification approach to improve detection accuracy. The 

combined results are then passed to a captioning module, which generates textual descriptions of the images. This 

approach demonstrates improved precision and detection accuracy compared to using a single model, leading to 

more accurate image captions. The method achieves significant gains in mean Average Precision (mAP) across 

various images. However, the generated captions adhere to a rigidly structured format, which restricts natural 

language flexibility and limits the fluency needed to reflect human-like descriptions. 
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Farhadi, Young, Hejrati, et al. [15] (2010) introduce a model that generates descriptive sentences for 

images by analyzing detected objects, actions, and scenes. The approach combines visual and semantic processing 

to map images to structured sentences, enabling the system to produce concise and descriptive captions. The 

authors evaluate the method on popular datasets like PASCAL, Flickr8k, and custom datasets with annotated 

objects and scenes. Results indicate that the model outperforms earlier methods in terms of human-evaluated 

description accuracy, particularly for simpler image contexts. However, limitations include challenges in 

producing complex narratives or capturing deeper relationships between objects. The model also struggles with 

ambiguity or multi-layered interpretations present in certain images, which can affect the quality of the generated 

descriptions. 

Papineni, Roukos, et al. [16], introduce the BLEU (Bilingual Evaluation Understudy) score, a widely 

used metric for assessing machine translation quality. The BLEU score evaluates translations by comparing 

machine-generated text to one or more reference translations, focusing on n-gram precision to measure word 

overlap while incorporating a brevity penalty to address excessively short outputs. The authors demonstrate that 

BLEU correlates well with human judgments of translation quality, providing a fast, inexpensive, and language-

independent alternative to manual evaluations. However, BLEU is less effective for translations requiring 

contextual understanding or nuanced language, as it primarily focuses on surface-level word matches without 

considering deeper semantic meaning or fluency. 

Shinde, Gawde, and  Paradkar [17] (April 2021) explore a framework that employs VGG16, a 

convolutional neural network (CNN), to extract image features, which are then fed into an LSTM (Long Short-

Term Memory) network to generate sequential captions. The methodology combines visual features with caption 

text in an LSTM layer, allowing the model to produce context-aware captions that align with the image content. 

The approach performs well in generating factual descriptions of images, effectively capturing basic details like 

objects and their relationships. However, the model struggles to produce captions that convey feelings or interpret 

complex situations, limiting its ability to reflect deeper semantic understanding or emotional nuances. The system 

is evaluated using popular datasets such as Flickr and COCO, which are widely used benchmarks for image 

captioning tasks. 

Chauhan, Beniwal, and Arya [18] (2023) present a CNN-LSTM model for generating captions from 

images, evaluated on widely used datasets such as MS COCO, Flickr 8K, and Flickr30K. The proposed 

methodology utilizes a Convolutional Neural Network (CNN), specifically VGGNet, to extract high-level image 

features. These extracted features are then passed to a Long Short-Term Memory (LSTM) network, which 

processes them sequentially to generate textual captions based on learned patterns from the training data. The 

model performs well in creating factual descriptions, and effectively identifying objects and basic relationships 

within the images. However, it struggles to produce more nuanced captions that capture sentiment or complex 

contextual details, limiting its ability to convey deeper meaning or emotional tones. The focus on factual accuracy 

highlights its strengths for straightforward caption generation but exposes limitations when addressing ambiguous 

or intricate visual content. 

Thus, the literature survey on image captioning and product description generation highlighted several 

gaps in existing methodologies such as: generating product descriptions from structured input text or text-based 

attributes rather than from product images directly, not catering to a global audience by incorporating automatic 

translation capabilities, missing product-specific nuances by not focusing on capturing fine-grained product 

details such as color, object, etc. The proposed work has tried to address these gaps by focusing on generating 

descriptions from images and adding multilingual support. 

 

III. Material And Methods 
This section presents the proposed system for automatic product description generation for e-commerce 

platforms. The detailed block diagram of the proposed methodology is depicted in Figure 1 below. Each step is 

explained in detail in the following subsections: 
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Figure no. 1: Proposed Methodology 

 

Dataset Creation 

For this work, we created a custom dataset using images sourced from the Kaggle dataset [19] to obtain 

e-commerce product images. We manually curated descriptions for each product, compiling a final dataset in an 

image-caption format. This step was necessary because existing datasets were not specifically tailored to e-

commerce products. To align with our objective, we built a dataset consisting of approximately 9,000 images and 

their corresponding captions. 

 

Cleaning and Transforming the Dataset 

The next step in our process is cleaning the: 

1. Caption data: The two main steps that we employ are: removing punctuation from the input text and removing 

words with fewer than 3 characters. 

2. Image Data: For input images, the following default transformations are applied using the transform function 

of torchvision [20]: each image is resized to (224, 224) which is the input size for CNNs like ResNet and converted 

to tensors. Pixel values are normalized with mean and standard deviation. 

 

Vocabulary and Vectorization 

The next step is creating vocabulary from the dataset, which means taking all the captions of the dataset 

and splitting them into individual words or subwords. After this, the frequency of each word is calculated to help 

figure out which words occur more frequently throughout the dataset. The most common words are kept in the 

vocabulary and infrequent words are deleted from the vocabulary to eliminate noise within the vocabulary. Thus, 

the model will not closely fit the rare terms, preventing overfitting which will then fail to meaningfully improve 

learning. 

We create the vocabulary through the unique mapping of words to an integer ID. The two dictionaries 

used are `stoi` (string-to-integer mapping) and `itos` (integer-to-string mapping) so that the model can turn the 

text into numerical representations for processing. Special tokens are then used for specific cases. Some of the 

important tokens [21] include <PAD> used to pad shorter sentences, <SOS> to mark the beginning of a sentence, 

<EOS> a sentence closer, and <UNK> in words not found in the vocabulary. 

Once the vocabulary is created, vectorization translates the textual data into a form that is numerically 

convenient for processing in machine learning. All tokens in the sentence are replaced by corresponding IDs from 

the vocabulary. If there is no corresponding token from the vocabulary then it will be replaced with the ID of the 

<UNK> token. Therefore, the model does not fail when the word is not known to the model. 

The problem of unequal lengths of sentences is solved using padding, so all the sequences will be of 

equal length. The shorter sentences compared to the maximum length will be padded with `<PAD>` tokens. These 

padded, numerical sequences are then passed through embedding layers of the model which converts the 

numerical IDs into dense vectors. These vectors help in capturing semantic relationships between words and 

enable the model to understand their meaning and context better. 
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Model Development 

The model comprises two main building blocks namely EncoderCNN (Encoder Convolutional Neural 

Network) and DecoderRNN (Decoder Recurrent Neural Network). The encoder extracts high-level features from 

product images while the decoder combines the visual context with the word embedding of the true captions to 

iteratively predict the next sequence of words in the captions. 

The EncoderCNN extracts meaningful high-level visual features from input images using a pre-trained 

CNN [22] ResNet50. The original fully connected layer of ResNet50 is replaced with a new linear layer with 

parameters that include the input size of the previous layer and the dimensionality of the output feature vector, 

which serves as the image embedding. This is done because instead of classifying images into categories, we want 

a dense feature representation of the image that can be passed to the decoder. ReLU function [23] is used for 

activation, introducing non-linearity to the output. Dropout [24] is also employed to randomly set 50% of the 

neurons to 0 during training to prevent overfitting. A single forward pass of this encoder accepts a batch of images 

as tensors and outputs a tensor of shape (batch_size, embed_size) representing the encoded image features. 

The Decoder (RNN) [25] generates a sequence of words (captions) based on the image features provided by the 

Encoder and true captions. We convert input word indices (captions) into dense word embeddings of size 

embed_size. Each word is represented as a vector in a continuous space. A Long Short-Term Memory (LSTM) 

network processes sequential data (captions) word by word by taking the parameters like embed_size: input size 

for the LSTM (word embedding size), hidden_size: dimensionality of the LSTM’s hidden state, num_layers: 

number of stacked LSTM layers for learning more complex patterns. The Linear Layer maps the LSTM’s hidden 

state to the vocabulary space while Dropout adds regularization to the embedding layer. We use the ADAM 

optimizer [26] together with the loss function to update the model weights. This model architecture, comprising 

of the encoder-decoder, can be visualized with the help of Figure 2 below. One forward pass of the decoder 

involves: 

1. Embedding Captions: Converts input captions (word indices) to embeddings using the embed function. 

2. Concatenating Features: Appends the image features (from Encoder) at the start of the caption sequence 

3. LSTM Processing: Feeds the concatenated sequence into the LSTM. 

4. Linear Projection: The LSTM’s output is passed through the linear layer to produce vocabulary-sized logits at 

each time step. 

5. Output: A tensor of shape (sequence_length + 1, batch_size, vocab_size) containing predicted word 

distributions. 

 

 
Figure no. 2: Proposed Model Architecture 
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Translation 

Finally, when a user submits an image for a product description, the system also asks them to input their 

preferred language for the description. Once the proposed model generates the description, it uses the GoogleTrans 

library [27] to translate it to the desired language before sending the result. 

 

IV. Results And Discussion 
In this work, we explored various approaches to enhance the accuracy of our model and its evaluation 

metrics. Specifically, we compared the performance of the model using different feature extraction methods, 

including VGG16, VGG19, and ResNet, combined with LSTM for caption generation. To evaluate the results, 

we used the BERT Score, which measures the semantic similarity between predicted and reference captions, and 

the BLEU score, which evaluates the n-gram overlap between them. Notably, a BLEU score of 0.3 or higher is 

considered decent and indicative of high-quality translations. Table 1 below summarizes the results of our 

experiments. It can be clearly seen that the proposed model performed best when coupled with ResNet50 for 

feature extraction, achieving a BLEU score of 0.513 and a BERT score of 0.808. 

 

Model used for feature extraction BLEU Score BERT Score 

VGG16 0.182 0.312 

VGG19 0.147 0.547 

ResNet50 0.513 0.808 

Table no. 1: Shows BLEU and BERT Scores obtained by different CNN models 

 

As discussed in section III under “Dataset Creation”, some examples of records in our dataset with 

fashion product images are highlighted in Figure 3. The dataset contains 9,000 image-caption pairs and includes 

a wide variety of fashion products like clothing, accessories, shoes, etc. 

 

 
Figure no. 3: Curated Dataset 

 

After cleaning the captions by removing punctuations and words less than 3 characters as discussed in 

section III under vocabulary and vectorization, we print the 50 most and least frequently occurring words in the 

vocabulary, results are shown in Figure 4 below. 
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Figure no. 4: Caption Analysis 

 

The layer summary of the encoder and decoder discussed in section III under “model development”, 

designed using a Convolutional Neural Network model and an LSTM model respectively are shown in Figure 5. 

 

 
Figure no. 5: Encoder-Decoder Summary 

 

Figure 6 depicts the epoch summary of the LSTM model implemented in the decoder as explained in 

section III under “model development”. This is followed by Figure 6 which shows the graph of the number of 

epochs vs the training and validation loss of this model. 
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Figure no. 6: LSTM Model Summary 

 

 
Figure no. 7: Loss Plot 

 

As summarized in Table 1, the results of the BLEU score and BERT score of VGG16, VGG19, and 

ResNet50 are noted and we observe that ResNet50 gives the best results. Some predictions made by this model 

are depicted in Figure 8. 

 

 
Figure no. 8: Generated Captions 
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As depicted in Figure 8, the generated captions demonstrate the ability of our model to produce high-

quality, coherent, and contextually relevant descriptions for products. These results highlight the model's 

capability to bridge the gap between visual perception and natural language generation. 

 

V. Conclusion 
This paper addresses several critical challenges in the landscape of e-commerce by developing an AI-

based system for automatically generating rich, precise, and multilingual product descriptions from images. Our 

solution fills gaps in the manual process of description generation using the best possible deep learning models, 

including ResNet50 and LSTMs. The system benefits both the seller in terms of managing their huge inventory 

and enhances the experience of customers by providing rich contextually relevant and globally accessible product 

descriptions. The experimental results have verified the effectiveness of our approach, where ResNet50 has 

achieved the best BLEU and BERT scores, which demonstrates its superior capability in extracting fine-grained 

visual features and generating meaningful captions. Moreover, by integrating translation features, our system 

extends accessibility to various linguistic markets, where the need for localization within global e-commerce 

platforms is addressed. 

In the future, we can further revolutionize the shopping experience by introducing features that prioritize 

personalization and user engagement. Additionally, visual search and discovery can be integrated, enabling 

customers to find products simply by uploading images, making the search process faster, more intuitive, and 

visually interactive. To build trust and increase purchases, sentiment-driven descriptions may also be generated 

by analyzing customer reviews and highlighting the features most valued by users, ensuring product descriptions 

resonate with their needs and preferences. 
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