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Abstract— Named Data Network (NDN) is one of Information-Centric Networking (ICN) architectures which is 

gaining increasing attention, as an important direction of the Future Internet architecture research. This 
architecture is centered on content and it is worth noting that content caching plays a key role in NDN. Most 

researches concerning uniform caching base their replacement decision on just one parameter. This parameter 

does not do well because of the workload characteristics in NDN. Fuzzy Technique for Order of Preference by 

Similarity to Ideal Solution (TOPSIS) as a decision analysis method is used to select the content name for 

eviction. To determine popularity and priority for a new Cache Replacement Mechanism (CRM) that would 

positively benefit both suppliers and users of the Internet. The results from the performance of CRM is evaluated 

through simulations and compared with the conventional First-In-First-Out (FIFO), Least Recently Used 

(LRU), Least Frequently Used (LFU), and Cache Content Popularity (CCP) strategies. As evident in the results 

documented, CRM performs better in comparison to FIFO, LRU, LFU, and CCP with respect to a cache hit 

ratio, server load, and throughput. 

Keywords— Information-Centric Networking, Name Data Network, Future Internet, Fuzzy TOPSIS, Cache 
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I. INTRODUCTION 
The ICN thought was at first proposed in TRIAD [1],where a name-based information correspondence was 

proposed. From that period forward, researchers have proposed different structures as seen in Table 1.  

 
Table 1 

ICN Architecture 

 
ICN Architecture Name Project Name Funding 

Source 

Duration 

DONA [2] DONA  USA 2007 

NetInf [3] 4WARD and SAIL  EU  2008 - 2013  

COMET [4] CONVERGENCE  

 

EU  2010 - 2013  

PURSUIT [5]  PSIRP and PURSUIT  EU  2010 - 2013  

 

MobilityFirst [6]  MobilityFirst FIA  USA  

 

2010 -2013  

NDN [7, 8, 9, 10] CCN, NDN and UCLA  USA  2010 - 2013  

 

However, the most prominent one is known as Named Data Networking (NDN) (also referred to as 

CCN [11] ). NDN means that every network router envisages the ubiquitous deployment of content caches [12, 

13, 14]. In 1965, fuzzy sets Zadeh 1965; Bellman and Zadeh 1970) were proposed to confront the problems of 

linguistic or uncertain information and be a generalization of conventional set theory. With the successful 

applications in the field of automatic control, fuzzy sets have recently been incorporated into Multiple Attribute 

Decision Making (MADM) for dealing with MADM problems in situations of subjective uncertainty. 

Considering problems that involve selecting from a fixed number of alternatives, MADM rises to the challenge 

as an approach to be employed in solving the problems. In arriving at a choice from the alternatives, the method 
works by specifying the manner in which attribute information should be processed [15, 16, 17]. Both intra-
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attribute and enter attribute comparisons are required by MADM methods. Appropriate explicit tradeoffs are 

also involved in the method. In the year 1981 Yoon and Hwang developed TOPSIS method that simultaneously 

considers the distance to the ideal solution. It chooses the alternative that has the maximum distance from the 
negative ideal solution and the minimum distance from the positive ideal solution. The Fuzzy TOPSIS technique 

was proposed by Chen [18], to solve multiple attributes decision-making problems under fuzzy environment and 

to deal efficiently with uncertainty in the evaluation matrices based on Alternative Leveuations and judgments. 

The rest of the paper is then divided in the following manner: Section II presents the characteristics of 

the Operation of NDN Architecture III presents the characteristics of the problem statement, Section IV 

discusses the cache replacement strategies decision, Section V describes Fuzzy TOPSIS method, Section VI 

pseudo-code of the fuzzy TOPSIS method, Section VII content replacement mechanism, Section VIII simulation 

and evaluation, Section IX is the conclusion. 

 

II. NDN ARCHITECTURE  
All communications in NDN are performed using two distinct types of packets: Interest and Content. 

Both types of packets carry a name, which uniquely identifies a piece of content that can be carried in one 

Content packet. Content names in NDN are hierarchically structured and an example name for the first segment 

of a library video would like: “UUM/library/videos/0s79jts/0”. NDN router maintains three major data 

structures: PIT, FIB and CS, as shown in Figure 1, which are indicated as follows:(1) PIT: It holds and keeps 

track of all “not yet satisfied” Interests that have been sent upstream towards potential data sources so that 

returned Content can be sent downstream to its requester(s). Each PIT entry contains one or multiple incoming 

and outgoing physical interfaces; multiple incoming interfaces indicate the same data is requested from multiple 

downstream users; multiple outgoing 

interfaces indicate the same Interest is 
forwarded along multiple paths. (2) FIB: It 

maps name prefixes to one or multiple 

physical network interfaces, specifying 

directions where Interests can be forwarded. 

(3) CS: It buffers Content packets that pass 

through this router, allowing efficient data 

retrieval by different consumers [19, 20]. 

 

 

 

 

III. PROBLEM STATEMENT 
It has been observed that media file streaming is growing largely in size daily and an inevitable 

aggravation of the congestion of the Internet is being experienced, with latency now being perceived by the user. 

For the NDN router, it caches every travelling data packet, and this data packet is fetched again from a 

physically close distance when a request to the identical data is made. A challenge with NDN is that the node of 

the intermediate nodes talks directly back to the consumer node and sends messages to the next node in line, 

therefore, many changes happen incrementally [21-29]. 

Specifically, the popular data packet gets the most requests, with a large portion of data packets, which 

are stored in the cache, being never requested again, and thus leading to an occupied cache [30, 31]. This 

occupied cache by the data packets not requested, may be stored in the cache forever, except there is an 

occurrence of some new contents that are of higher popularity and higher total hits. Therefore, cache occupancy 
may consist of previously popular data but recently used, even though its rarely used. Subsequently, the newly 

arriving content cannot be saved [13, 32, 33, 34]. The cached data can optionally have a long-freshness-period 

before its replacement, because the expiration of the freshness-period only means that the producer may have 

produced newer data [8]. This purpose is indispensable to the dissemination of information that is accessed by a 

large number of users, such as, disaster-related information or a viral video [33-39 ]. The main problem is about 

a lack of cache efficiency in the event of unavailability of content in the cache at the time the content is 

requested, as the content is still fetched and served as soon as possible to the user. The challenge arises in 

scenarios where routers attain full memory and there is no space to accommodate the contents that are newly 

arriving. Thus, in order to manage the routers’ limited cache size, eviction of the stored contents is initiated [34-

42]. To relate the aforementioned explanation to a certain scenario, we consider an empty network at initial time 

= 0.  
At this time, all Consumer nodes will have no problem sending interest packets out as they are small 

and the network allows for a large number of interest packets. Then the intermediate nodes will use their 

forwarding strategies to forward the interest packets across the shared link towards the correct publishers in 

Figure 1: Forward Processing in NDN Node [19] 
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accordance with the sought out prefixes. As the network has no former traffic at this time, all data is at the 

publisher nodes and the network will have closer characteristics to the traditional IP-based networks. The 

problem encountered in the cache is as shown in Figure 2 below. For the interest packet traffic, the Consumer1, 
Consumer3 and Consumer4 packet streams do not share CS yet. Hence, the Publisher1 and Publisher2 starts to 

answer every interest packet with a data packet sent the same route back towards the respective consumer. Each 

node has CS and PIT to keep control of all data packets and interest packets received and sent out. For this 

reason, the rate of data packets arriving at the intermediate node will either equal the number of interest packets 

sent to the publisher node, or it will equal the available bandwidth from the publisher to the intermediate node. 

Where the maximum data packets received will be capped by the bandwidth and the minimum will be equal to 

the interest packet frequency. This will be the first shaping of the network capacity and may create congestion as 

the number of interest sent upstream can be greater than the capacity to send data back downstream. This means 

that that at the intermediate node, there will now be arrival of interest packets and data packets that both share a 

CS. This study will design a content replacement mechanism to obtain a new model depending on both 

popularity and priority in the cache.  
 

 
Figure 2: Research Problem 

 

IV.  THE CACHE REPLACEMENT STRATEGIES DECISION 

The cache replacement have an important role in NDN. Replacement strategies are an important part of 

achieving the highly sophisticated mechanism of the cache. This replacement strategy helps evict the data 

packet from the cache and create a new space for the incoming data packet. However, a cache is not able to store 

the entire requested data packet because of its limited size. Therefore, room for new data packet is provided by 

the cache replacement strategies s [43, 44]. Thus, the cache replacement strategy a cache administrator chooses 

can significantly impact global network traffic as well as local resource utilization. The research into cache 

replacement strategies is very active. 

A search in the literature reveals the existence of several cache replacement strategies that have been 

proposed for use in-network. Replacement strategies can be grouped into several broad categories depending on 

the key features of the workload and/or cached document used to make a replacement. The researchers [45, 46] 
are emphasized that the key features are :  

(1) Recency: time of the last reference to the data packet,  

(2) Frequency: number of requests to a data packet,  

(3) Size: Size of the data packet,  

(4) Cost of fetching the data packet: cost to fetch a data packet from its publisher, and 

(5) Access latency of data packet. 

Table 2 offers the replacement decision based on the key feature(s). This table is representing the existing state 

of affairs in this area. 

 

Table 2 

Rreplacement Decision Based on the Key Feature(s) 
Replacement Decision  

Feature 

Size Recency Frequency Cost Latency 

 

Least Frequent Recently Used (LFRU) [47] - X X - - 

Popularity Based content Eviction (PBCE) [28] - - X   

Time Aware Least Recently Used (TLRU) [48] - X - - X 

Age-Based Cooperative Caching (ABC) [49] - X - - - 
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Cache Replacement Policy Based On Content (CCP) [50] - X - - - 

Information-maximizing Caching (IC) [51] - X - - - 

Adaptive Replacement Cache (ARC) [52] - X X - - 

Least Frequently Used (LFU) [53, 54] - - X - - 

Least Recently Used (LRU) [54, 55] - X - - - 

First-In-First-Out (FIFO) [56] - - - - - 

 

V. FUZZY TOPSIS METHOD  
The fuzzy TOPSIS technique is founded on two major features known as options and attributes. The 

options feature includes a list of alternatives that will be put into consideration when making a decision, while 

the attributes includes parameters that will be considered for selection when making the best or optimum 

decision [57, 58, 59].This technique transforms the user-benefit attributes and content store cost attributes into 
two categories which are benefit and cost, as shown in Figure 3. The chosen attributes of popularity (benefit) are 

content hit popularity and content size, while the attributes of priority (cost) are content miss popularity and cost 

time. The main input attribute considered in the content selection are broadly classified into user-related 

attributes and content-related attributes, as described below.  

User-benefit attributes are the parameters which include cache hit and cache miss. When referring to a 

cache hit, this occurs in cases when the data requested by the consumer can be found in a cache, and is used for 

current hit rate (current popularity content). Whereas, a cache miss occurs when the data requested by the 

consumer cannot be found in a cache, and is used for previous miss rate (previous popularity for content. On the 

other hand, content store-cost attributes are the attributes related to the data content resources. They include cost 

time (the amount of time needed to fetch a content), freshness period of content (the period for content to stay in 

the content router), and content size (the size for each content which is saved in the content router). 

 

 
Figure 3: Content Replacement Mechanism Process Model 

 

In a content replacement mechanism, each NDN router maintains a table called Popularity and Priority Table 

(PPT) as show in Table 3. 

containing information concerning the popularity and priority of a content. This table contains the Content 

Name (CN), a counter called Content Miss Popularity (CMP), Request Time (RT), Arrival Time (AT), Cost 

Time (CT), content size (CZ) and a counter called Content Hit Popularity (CHP). When a request for a new 

content arrives, the information of request will store in the PPT. This PPT table saves CN, CMP and RT. When 

data content is received, the PPT stores AT, and CT by using this equation 1, The CHP is saved in this table 
after one cycle for router. 

TTT
R - AC                   1 

 

Table 3 

The Popularity and Priority Table for Data Contents 
CN CMP RT AT CT CHP CZ 

/uum/new 6 10:20:40 10:21:00 00:00:60 10 5 

/youtube/media 5 09:40:00 09:40:50 00:00:50 12 2 

The main aims to apply the ability of multiple rule bases in decision processes and to improve the level 

of transparency for each attribute. In this app roach, the attributes are divided into two categories; benefit rule and 

cost rule, as shown in Figure 4. Therefore, by using the division at the beginning of the TOPSIS analysis, a 

researcher can track the performance of both attributes. 
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The main procedure for implementing Fuzzy TOPSIS method by selecting the best alternative which is 

described in the following: 

 
 

 

 

 

 

 

 

 

 

 

 
 

Definition 1: Let YX
~

,
~

  be a fuzzy triangular number defined as [57-59]: 
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cbaX ,,

~
                             1 

 yyy
cbaY ,,

~
     2 

  Where  cba  , a and c stand for the lower and upper values of the support of the fuzzy number, 

respectively. 

The procedure for the fuzzy TOPSIS MADM approach is as the following steps: 
Step 1: Construct a decision matrices are based on Alternative Level whereas it depends on two attributes 

categories as benefit attributes and cost attributes. The decision matrices are denoted by 
B

D  , 
C

D  as shown in: 
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The variables mij and nij in the decision matrices represent the rating of alternatives Aj(j=1,...,m) and 
Aj(j=1,...,m) with respect to benefit attributes Bi(i=1,...,e) and cost attributes Ci(i=1,...,f), respectively. 

Step 2: Calculate the normalized decision matrices where each normalized value 
B

ij
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r  are calculated as 

follows: 
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Figure 4: Content Replacement Mechanism Process Model 
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Whereas, 
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Assign weights importance to each attributes with respect to the objective. The variables 
B

e
w
~

 and 
C

f
w
~

in the 

weight matrices represent the weights of benefit attributes Bi(i=1,...,e) and the weights of cost attributes 

Ci(i=1,...,f), which are calculated as follows. 
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Where n is the number of comparable attributes. 

 
e

eB

ggg

BBB
W

...

...~

21

21
 ,and 

 
f

fC

hhh

CCC
W

...

...~

21

21

  

 

Step 4: Construct the weighted normalized decision matrix. A set of weights for each criterion such that 
B
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Step 5: Find the Fuzzy Positive Ideal Solution (FPIS) and Fuzzy Negative Ideal Solution (FNIS) for each 

alternative. The FPIS and FNIS solutions are correspondingly  
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Step 6: Find the distance between each alternative to FPIS and FNIS. The distance for benefit attributes of each 
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Step 7: Find the Closeness Coefficients (CC) for the benefit and cost. The closeness coefficients denoted by 

B

j
CC ,and 

C

j
CC  for the benefit and the cost, respectively, are calculated in 
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Whereas 1
j

CC , in case of best condition, and 0
j

CC , in case of worst condition. 

Step 8: Finally, rank alternative base on final score value, the lowest final value the better the alternative 

performance. Thus, the ranking order of all alternatives can be determined such that the lowest values of 
j

r

mean better alternatives of  j. 

According to our Fuzzy TOPSIS method, the goal is to evict the worst content at a router having less popular 

and low priority content is replaced. The pseudo-code of the fuzzy TOPSIS method for content replacement is 

summarized in Algorithm 

 

VI. THE PSEUDO-CODE OF THE FUZZY TOPSIS METHOD  
According to our Fuzzy TOPSIS method, the goal is to evict the worst content at a router having less popular 

and low priority content is replaced. The pseudo-code of the fuzzy TOPSIS method for content replacement is 

summarized in 
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The pseudo-code of the TOPSIS decision-making strategy is summarized in Algorithm 2. After defining the 

main criteria and alternatives related to Content Replacement, TOPSIS formulates the decision making matrices. 
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VII. CONTENT REPLACEMENT MECHANISM (CRM) 
The content replacement mechanism decides which documents stay and which documents replace, it 

affects which future requests will be cache hits. The CRM must decide which content to evict based only on 
information it has collected about previously used contents. In other words, CRM must use past information to 

predict the future. When a content router receives a data packet which hasn’t been stored, it needs to calculate 

the difference between the threshold value of the cache size and the number of cached contents to get the 

remaining size of cache space. If a data packet is greater than the rest of the space, the replacement will happen. 

On the basis of CRM, the content with less popular (less benefit) and low priority (low cost) content will be 

replaced depending on TOPSIS procedure and its record in PPT will be deleted at the same time. Then the new 

arrival content will be cached in CS and set up its own record in PPT at the same time as shown in figure 5. 

According to Al-Momani and Ghazali [60, 61], 

the selection of the performance evaluation 

metric is a key step and an important part of all 

performance evaluations. Performance metrics 

are adopted to evaluate the performance of the 
cache replacement strategies for NDN, and this 

evaluation is needed when researchers want to 

make comparison between some alternative 

designs in order to identify the best design [59]. 

Following the studies already existent in 

literature [36, 49], the selected metrics for 

performance measurement in this study depend 

on the Table 4 to choose the best performance 

metric and discussed as follows. 

A- Cache Hit Ratio: Hit ratio means the portion 

of content requests satisfied by caches implemented within the network. Cache Hit ratio returns the amount in an 
average of available content hit (found) when requests are sent. Several studies in database and networking 

domain have emphasized on the performance of the network through better cache hit ratio. 

B- Throughput: Throughput is defined as a measurement of the total quantity of information units being 

processed per a specific time by a system, measured in bytes per second (bps). However, when considering 

 
Figure 5: The Content Replacement Mechanism (CRM) Model 
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throughput in the area of storage systems, it refers to the quantity of incoming data, either read from media, or 

written to the storage medium, and then sent back to the system initiating the request. In terms of the applications 

of throughput, its areas of applications in organizations are vast, with its usage being adopted in different aspects 
of network and computer systems. Some criteria for measuring its system productivity include workload 

completion speed, response time to requests, and time duration from the initiation of a single interactive request 

by the user till when the user receives the corresponding response. 

C- Server Load: Server Load is defined as the traffic quantity carried by the server. Its expression is in number 

format, representing the number of processes standing in chain for seeking processor. 

 

Table 4 

Comparison of Performance Metrics 
Replacement Decision  

Feature 

Size Recency Frequency Cost Latency 

 

Least Frequent Recently Used (LFRU) - X X - - 

Popularity Based Content Eviction (PBCE) - - X   

Time Aware Least Recently Used (TLRU) - X - - X 

Age-Based Cooperative Caching (ABC) - X - - - 

Cache Replacement Policy Based On 

Content (CCP) 

- X - - - 

Information-maximizing Caching (IC) - X - - - 

Adaptive Replacement Cache (ARC) - X X - - 

Least Frequently Used (LFU) - - X - - 

Least Recently Used (LRU) - X - - - 

First-In-First-Out (FIFO) - - - - - 

 

VIII. SIMULATION AND EVALUATION 
 An in-depth evaluation study is presented, with the aim of quantifying how effective the other strategies 

by using the simulation scenario as shown in Table II. For surety, the CRM was run on a 4X4 grid topology with 

33 consumers randomly distributed across the network and three origin. The obtained results were compared with 

four popular strategies, which include First-In-First-Out (FIFO), Least Frequently Used (LFU), Least Recently 

Used (LRU), and Cache Content Popularity (CCP). The validation was done using ndnSIM 2.7v and the value of 

the using Mandelbrot-Zipf (MZipf) distribution model parameter was set as q =65, α =0.85. The cache size 

(specifying each node’s available space for the temporal storage of content objects) ranged from 100 to 2000 

elements ( 1GB to 20GB ); and the catalog (representing the total number of contents within the network) is 106 

elements. The simulation was run for 10 times on topology and performances metrics of cache hit ratio, average 

network throughput, and server load was obtained for FIFO, LFU, LRU, CCP and CRM.  

 

Figure 7: Average Server Load on Different Cache Sizes 
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1- Cache Hit Ratio with Grid Topology 

The ratio of cache hit with respect to the 4X4 topology is shown in Figure 6. In popularity scenario (when α = 

0.85), the ratio of cache hit is low on cache sizes 100 to 100,000 (1GB to 20GB) elements as shown in Table 5 
with an increase of the cache size, showed a higher hit ratio being achieved.  

 

Table 5 
Cache Hit Ratio on Different Strategy and Cache Size 

 

Cache Size 

Cache Hit Ratio 

FIFO LRU LFU CCP CRM 

1 GB 0.112 0.137 0.151 0.172 0.187 

5 GB 0.138 0.152 0.179 0.201 0.208 

10 GB 0.154 0.197 0.211 0.249 0.258 

15 GB 0.197 0.254 0.268 0.302 0.325 

20 GB 0.253 0.321 0.352 0.388 0.412 

 

In addition to the results in Figure 6, the productivity of the diverse cache strategies for defined scenarios having 

varying cache sizes with respect to the determined cache hit proportion is detailed in Table 5. The CRM, over 

the CCP, LFU, LRU, and FIFO for all various cache sizes obviously shows essentially the best outcomes. 

Bearing in mind that the cache hit proportion is generally adopted to give a decent understanding of the caching 

performance of the network when the data packets are distributed in a consistent way which is dependent on the 

dimensionality of the caches. Therefore, the small difference is a sign in the cache hit ratio. 

 

2- Average Server Load with Grid Topology 

The average server load in comparison to the cache capability is shown in Figure 7. In low popularity scenario 

(when α =0.85), the average server load decreases on cache sizes 100 to 100,000 (1GB to 1TB) elements as 

shown Table 6 with an increase of cache size, showed a decreased load being achieved. In addition to the results 

in Figure 7, the productivity of the diverse cache strategies for defined scenarios having varying cache sizes 

 

Figure 6: Cache Hit Ratio on Different Cache Sizes 

 

Figure 8: Average network throughput 
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with respect to the determined average server load is detailed in Table 6. The ACS, over the CCP, LFU, LRU, 

and FIFO for all various cache sizes obviously shows the best outcomes essentially. Bearing in mind that the 

average server load is generally adopted to give a decent understanding of the caching performance of the 
network, when the data packets are distributed in a consistent way dependent on the dimensionality of the 

caches. Therefore, the small difference is a sign in the average server load. 

 

Table 6 
Average Server Load on Different Strategy and Cache Size 

 

Cache Size 

Average Server Load 

FIFO LRU LFU CCP CRM 

1 GB 460562 443282 431573 417583 402328 

5 GB 443282 426229 418925 396074 376722 

10 GB 424331 397643 405316 368634 342829 

15 GB 398924 359962 387258 329349 303268 

20 GB 363588 312477 368597 277516 252341 

 

3- Average Throughput with Abilene Topology  
The average throughput in comparison to the cache capability is shown in Figure 8. In low popularity 

scenario (when α = 0.85), the average throughput decreases on cache sizes 100 to 100,000 (1GB to 1TB) 

elements as shown in Table 7 with an increase of cache size, showed a decreased average throughput being 

achieved.  

In addition to the results in Figure 8, the productivity of the diverse cache strategies for defined 

scenarios having varying cache sizes with respect to the determined average throughput is detailed in Table 7. 

The ACS, over the CCP, LFU, LRU, FIFO and No Cache for all various cache sizes obviously shows the best 

outcomes essentially. Bearing in mind that the average throughput is generally adopted to give a decent 

understanding of the caching performance of the network, when the data packets are distributed in a consistent 

way dependent on the dimensionality of the caches. Therefore, the small difference is a sign in the average 

throughput. 
 

 Table 7 
Average Throughput on Different Strategy and Cache Size 

Cache 

Size 

Average Throughput 

No 

Cache 

FIFO LRU LFU CCP CRM 

1 GB 246.7 242.6 239.2 234.1 227.2 221.7 

5 GB 246.7 239.1 235.1 229.2 222.1 217.3 

10 GB 246.7 234.3 228.3 221.6 215.6 211.6 

15 GB 246.7 228.9 221.6 214.3 209.3 203.8 

20 GB 246.7 221.4 212.1 204.9 198.2 193.2 

 

IX. CONCLUSION 
Throughout this paper, various parameters which include the popularity model variation, metrics 

measurement, cache size, and topological impact, were used for the assessment of the performance of CRM. As 

discussed earlier, CRM gives a solution to the ‘what to cache’ problem with the relation of popularity, 

Therefore, CRM has shown to solve many problems in caching in current NDN architecture, which includes 
increasing request satisfaction, and reduction of content data item redundancy in different caches. This will 

translate to making an efficient and effective cache mechanism in NDN which will lead to a bright future of 

NDN in current internet access scenarios.  

In consideration of CRM comparison with FIFO, LRU, LFU, and CCP strategy, the results showed that 

CRM is considered as the optimal technique for offering reliable cache, within the distribution of full caching by 

LCE strategy. Since each cache overflows its buffer opportunistic that is dependent on requests from users 

within its regional community, there is no collaborative work of data to just about every cache. Whereas with 

regards to a cache miss with the local cache, the area associated with data replacement is based on items’ 

association with the network path that results in a cache query similar to the one requested by clients. 

Meanwhile, it should be noted also that from almost requests, all peer is cached before forwarding the request 

towards the original resource. 
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